Understanding the evolution of the first stars in the universe is one of the main frontiers of modern cosmology. The first stars hold the key to understanding the formation of the first heavy elements and the first galaxies in the universe. Current models suggest that the first stars were very massive, with typical masses greater than 100 times the mass of our sun, which suggests that some of them might have died as energetic thermonuclear explosions known as Pair-Instability Supernovae (PSNe).

At the end of their lives, stars with masses of 140–260 solar masses develop a large oxygen core, where high temperatures reach relatively low densities. In these conditions, photons convert into electron-positron pairs, which reduces the radiative pressure and triggers a rapid contraction of the core. During the contraction, the central temperature and density increase, leading to explosive burning of oxygen and silicon. The energy released by the burning raises the pressure high enough to turn the contraction into an explosion.

By studying PSNe, Professor...
Alexander Heger of the School of Physics and Astronomy, his graduate student Ke-Jung Chen, and Dr. Ann Almgren of the Center for Computational Sciences and Engineering, Lawrence Berkeley National Laboratory (Berkeley, California) hope to understand how much energy was released during the explosion, how the first heavy elements were made and what the relative abundances are. Because PSNe usually happen far away from Earth, observational data of PSNe is very rare. So far, few studies of PSNe have been published, and many discrepancies exist between theoretical models and observations. A possible reason may be that most current theoretical models for PSNe are based on one-dimensional calculations. This research investigates PSNe using multidimensional simulations that will lead to a better understanding of them.

How does one blow up stars in supercomputers? For the sake of computational efficiency, it is first necessary to use one-dimensional calculations to follow a star’s evolution until the core starts to collapse. During this period the star is essentially spherical in shape so that a one-dimensional approximation is sufficient. Once the core begins to collapse, the researchers map the one-dimensional profiles onto multidimensional grids where they serve as initial conditions, and follow the evolution until the star explodes. In this stage, multidimensional simulations are essential because, when the star dies in a supernova, the assumption of spherical symmetry of the star breaks down on a large scale due to fluid instabilities generated during the explosion. These instabilities are fundamentally multidimensional.

Large multidimensional calculations require both sophisticated numerical codes and powerful supercomputers. For their simulations, the Heger group uses a code called CASTRO that is being developed at the Lawrence Berkeley National Laboratory. It is a new, massively parallel, multidimensional Eulerian, Adaptive Mesh Refinement (AMR) hydrodynamics code for astrophysical applications. (In AMR, the grid size of simulations is adjusted automatically to enable the use of higher spatial resolution where it is most needed.) They have worked with the code developers to add new physics modules to make it suitable for their simulations. Their calculations include several physics processes, hydrodynamics, gravity, rotation, and nuclear reactions that are very computationally demanding, requiring the use of supercomputers. CASTRO was selected to test MSI’s new supercomputer, Itasca, and demonstrated very impressive scaling performance (see Figure 3).

Pair-instability supernovae are powered by purely thermonuclear explosions and can be more easily simulated than the more well-known core-collapse supernovae. After the explosive burning of silicon and oxygen, a large amount of the radioactive nickel isotope $^{56}\text{Ni}$ is synthesized. It then decays through cobalt ($^{56}\text{Co}$) into iron ($^{56}\text{Fe}$). Because the half-life time of $^{56}\text{Ni}$ is about seven days, the energy from the $^{56}\text{Ni}$ decay can power the late-time light curve (the changing brightness of a star with time) of supernovae. At the end of the burning, a strong shock wave is generated that travels out-

Figure 2: The mixing region: In this zoom-in of the mixing region, the Rayleigh-Taylor fingers have grown into turbulence and formed the vortex patterns.
ward until it hits the surface. As the shock propagates through the helium and hydrogen envelope, the “snow-plow” in front of the shock slows it down. This sets up a pressure gradient directed outward. In general, the direction of the density gradient points to the center of the star, because the density is larger at the core and smaller at the atmosphere. When the direction of the density gradient is opposite to the pressure gradient, a Rayleigh-Taylor (RT) instability can develop. In this case, the deceleration of material acts like gravity and pulls the matter from higher density into lower density regions. The RT instability is proven to play an important role in different astrophysical mixing processes. In these simulations, one observes that tiny perturbations grow due to the RT instability, leading to significant mixing (Figures 1 and 2). The amount of mixing depends on the stellar structure of pre-supernova models. There is more mixing when the SN progenitor star is a red supergiant (a very large and luminous star) than when it is a blue supergiant.

The mixing redistributes the elements from their initially spherically symmetric distribution when they are ejected from the supernovae. Some observational quantities are directly affected by the amount of mixing during the explosion. Different elements have different emission and absorption features in the spectrum and changing abundances of those elements can significantly affect the observed spectrum. This is quite relevant for modeling of the PSN candidates observed in the local universe. Also, gamma-ray emission from the decay of $^{56}$Ni may be observed if radioactive $^{56}$Ni was dredged up by mixing at the early stage of explosion. Most important of all, the amount of mixing tells us something about the internal structure of the dying stars. The Heger group is currently calculating both light curves and spectra from their simulations. This will help them to understand the observational data.

Using modern supercomputers, these researchers have done the most sophisticated multidimensional PSN simulations to date. They have discovered fluid instabilities that occur in multiple spatial dimensions. They have studied how they affect the explosion, dredge-up, and nucleosynthesis of these supernovae as well as possible effects on observations. These models help them to understand the dynamics of PSNe and explain how the first heavy elements in the universe were created. Combining observational results and these simulations can significantly advance the understanding of PSNe. However, PSNe from the first stars are located in the distant universe, which makes them difficult to observe. NASA now is building a new space telescope, the James Webb Space Telescope, which is scheduled to be launched in 2015 (www.jwst.nasa.gov/). These simulations will help to determine what observational signatures to look for then.

The Heger group’s work is supported by the Center for Computational Sciences and Engineering at LBNL (use of CASTRO) and the National Energy Research Scientific Computing Center. Andrea Mehner, Dan Kasen, Adam Burrows, and Stan Woosley also contributed to this article. Funding for this research came from the DOE SciDAC program and the US Department of Energy. A poster about this work was selected as a finalist at the 2010 MSI Research Exhibition (see www.msi.umn.edu/events/25th/index.html).

Figure 3: Scaling performance of CASTRO on Itasca. The load of jobs is scaled linearly according to the number of processors. In the case of perfect scaling, the curve would be flat.
The global energy crisis has increased awareness of the need for renewable energy generation and more efficient transportation means. This motivates research and development of cost-effective wind and tidal energy harvesting as well as fuel-efficient and environmentally friendly vehicles. Understanding and controlling fluid flows plays an important role in all of these applications, and may therefore have critical effects on our economy and environment.

Fluid motion is classified as either laminar or turbulent; flows that are smooth and ordered, laminar, may become complex and disordered, turbulent, as the flow speed increases. This process is known as transition to turbulence. Turbulent flow around cars, airplanes, and ships increases resistance to their motion (drag). For example, about half of the fuel required to maintain the aircraft at cruise conditions is used to overcome the drag force imposed by the turbulent flow. Similarly, in wind farms, turbulence reduces the aerodynamic efficiency of the blades, thereby decreasing the energy capture. In the absence of atmospheric disturbances, flow around an aerodynamically perfect aircraft wing or wind turbine would remain laminar all the way from the leading edge to the rear. However, disturbances and design imperfections may trigger turbulence (Figure 1). Current practice combines physical intuition with costly numerical simulations and experiments in an attempt to mitigate transition to turbulence. Even though simulations and experiments offer valuable insights into the performance of control strategies, their effectiveness can be significantly enhanced by flow control design based on analytical models and optimization tools.

The research team from the De-

Figure 1. Ordered (laminar) flow around an aircraft wing, or a wind turbine blade, becomes complex and disordered (turbulent) as it moves away from the leading edge. E-fluids photo (bottom left) by Miguel Visbal.
partment of Electrical and Computer Engineering, led by Professor Mihailo Jovanovic, has developed theory and techniques for sensor-less flow control in order to prevent transition to turbulence. Parallel attempts to control turbulence via surface-mounted arrays of sensors and actuators are often prohibitively expensive as they call for rather sophisticated control mechanisms and information processing. Instead, sensor-less flow control represents a viable and effective alternative with many advantages. Inspiration for this type of control often comes from nature. For example, the skin of sharks is textured with micro-grooves which help them swim with reduced friction. This observation has inspired the development of sharkskin-like surface coatings for drag reduction in vehicles.

In recent Journal of Fluid Mechanics papers (vol. 663, November 2010), doctoral students Rashad Moarref and Binh Lieu, together with Professor Jovanovic, have pioneered a model-based approach to sensor-less flow control, where the dynamics are impacted by zero-mean oscillations. Their methodology avoids the need for expensive numerical simulations and experiments at the early stages of control design. It also facilitates synthesis of superior turbulence suppression strategies compared to what was earlier thought possible.

The methodology has been applied to study the onset of turbulence in a channel flow subject to surface actuation in the form of downstream traveling waves (Figure 2). This study disentangles three distinct effects of blowing and suction on (i) resistance to motion; (ii) cost of control; and (iii) kinetic energy reduction. For small amplitude actuation, a weakly nonlinear analysis was utilized to determine how base-flow is affected, and to assess the resulting cost of control. Sensitivity analysis of the velocity fluctuations around this base-flow was then employed to design the traveling waves. This simulation-free approach reveals that, relative to the flow with no control, the downstream waves with properly designed speed and frequency can significantly reduce high flow sensitivity, making them well-suited for controlling the onset of turbulence. In contrast, the upstream waves increase sensitivity of the velocity fluctuations to disturbances and, consequently, promote turbulence. The theoretical predictions, obtained by perturbation analysis of the linearized flow equations, have been verified using high-fidelity simulations of the nonlinear flow dynamics. These were conducted using MSI’s supercomputing resources and they showed that a positive net efficiency as large as 25% relative to the uncontrolled turbulent flow can be achieved with downstream waves. Furthermore, it was shown that these waves can even re-laminarize turbulent flows. This work has demonstrated that the theory developed for the linearized flow equations with uncertainty has considerable ability to predict full-scale phenomena, and that transition can be inhibited by reducing the tremendous sensitivity of flow dynamics using either active or passive means.

Formulation of the control objective was motivated by recent research showing that high flow sensitivity to disturbances and design imperfections triggers transition to turbulence. For example, surface roughness and free-stream turbulence can introduce departure from laminar flow. The effect of downstream traveling waves on sensitivity is quantified by the energy...
Equation 1: energy amplification = \frac{\text{energy of flow with control}}{\text{energy of flow without control}}

= 1 + (\text{wave amplitude})^2 \times g

of velocity fluctuations in stochastically forced flows. For small amplitude actuation, perturbation analysis provided an explicit formula for energy amplification, shown above in Equation 1.

This formula was used to identify the wave frequencies and speeds that reduce flow sensitivity. The plot of the function “g” in Figure 3 reveals the wave parameters that amplify (red regions) or attenuate (blue regions) the most energetic modes of the flow with no control. Further analysis has confirmed that the energy amplification trends are captured by the second order correction in the wave amplitude. Most notably, all theoretical predictions have been verified using full-scale numerical simulations of the nonlinear flow dynamics (Figure 4, page 7).

The contribution of this work goes beyond the problem of designing transpiration-induced downstream traveling waves. The developed theory and techniques may also find use in designing periodic geometries and waveforms for maintaining the laminar flow or drag reduction in vehicles or wind turbines. This work suggests that reducing high flow sensitivity represents a viable approach for controlling the onset of turbulence. It also offers a computationally attractive method for determining the energy amplification of flows subject to periodic controls.

Funding for this research came from the National Science Foundation under a CAREER Award and from a 3M Science and Technology Fellowship (to Rashad Moarref).

Figure 3. Influence of small amplitude downstream waves on the most energetic modes of the flow with no control is determined by the sign of the function “g”. The Reynolds number (i.e., the ratio of inertial to viscous forces) is set to 2000. The plot is colored using a sign-preserving logarithmic scale. Up to second order in the wave amplitude, the speed and frequency associated with the blue regions reduce the energy amplification. The black square denotes the control parameters that provide a good balance between sensitivity reduction and low cost of control.
Figure 4. Top row: the stream-wise velocity fluctuations at the channel’s center-plane for the flows with and without control. The uncontrolled flow fluctuations are disordered with a broad range of spatial and temporal scales, and in the controlled flow they are smooth and ordered. Bottom left: the fluctuations’ kinetic energy as a function of time. The downstream waves prevent the flow from becoming turbulent by suppressing growth of energy, while the uncontrolled flow triggers turbulence by promoting growth of energy. Bottom right: the drag coefficient as a function of time. The controlled flow has about 50% less drag than the uncontrolled flow.

Figure 5. Prof. Mihailo Jovanovic and his graduate students Rashad Moarref and Binh Lieu (from left to right) at the MSI 25th Anniversary Research Exhibition. Their poster, which dealt with the research in this article, was selected as one of the five outstanding posters at the exhibition (see www.msi.umn.edu/events/25th/index.html).
Galaxy Software Release

With the support of a Minnesota Partnership Grant, an interdisciplinary team at the University of Minnesota has been actively implementing Galaxy, a framework developed at Penn State and adopted for use at the University of Minnesota, as part of its core life-sciences cyberinfrastructure. Dr. Anne-Françoise Lamblin (below left) is the Project Informatics Lead for the project at the University. The Galaxy adoption team was composed of members from the BioMedical Genomics Center, University of Minnesota Interdisciplinary Informatics, the Masonic Cancer Center Biostatistics and Bioinformatics Division, and MSI.

Galaxy is an informatics tool that will provide the University’s researchers with the necessary integrated environment to access data, run analytical workflows or pipelines, and share information. Urgent needs in genomics research, and more specifically Next Generation Sequencing data analysis and data management, is the initial focus of this installation. Galaxy benefits from a thriving, growing community of adopters and developers, and its development and enhancement is community-driven.

On February 16, 2011, MSI opened Galaxy for general access by University researchers. Dr. James Taylor from Emory University (below right), a member of the original Galaxy team, gave two workshop presentations on Galaxy and its applications in genomics research.

The Galaxy project website can be found at:

https://sites.google.com/a/umn.edu/galaxy-umn/about
Blue Waters is a petascale computer currently being built at the National Center for Supercomputing Applications (NCSA) at the University of Illinois at Urbana-Champaign. It is expected to be one of the most powerful supercomputers in the world. Blue Waters is funded by the National Science Foundation and the University of Illinois, and is a joint project of the University of Illinois at Urbana-Champaign, the NCSA, and the Great Lakes Consortium for Petascale Computation, of which MSI is a member.

William Kramer (photo below), Blue Waters Deputy Project Director, NCSA, came to MSI to give a presentation on the Blue Waters architecture and how to submit a successful proposal. The presentation was held on Friday, February 25, in 402 Walter Library and was attended by approximately 40 MSI researchers.

The Blue Waters website can be found at: www.ncsa.illinois.edu/BlueWaters/system.html
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MSI 2011 Research Exhibition

Everyone is invited to the MSI 2011 Research Exhibition. MSI researchers from various disciplines will present posters of their work using MSI resources. The posters will be judged by a panel of MSI Principal Investigators.

Monday, April 25, 2011
1–3:30 p.m.
Walter Library, 4th floor

No RSVP is necessary. Light refreshments will be served.
More information can be found on our website:

www.msi.umn.edu/events/researchexhibition2011.html
For more information on the University of Minnesota Supercomputing Institute, please visit the Supercomputing Institute’s website:
www.msi.umn.edu
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